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Abstract. The increasing integration of artificial intelligence (AI) and 
technological tools in education necessitates understanding their impact 
on academic integrity and ethical behaviour. This study, focusing on 
misconduct trends, explores the relationship between students’ 
knowledge of AI tools and their ethical engagement. A quantitative 
approach was employed, using a five-point Likert scale questionnaire 
distributed to 376 students at Alex Ekwueme Federal University, Ndufu-
Alike, Nigeria, with 326 valid responses analysed. Descriptive statistics, 
correlation analysis, and reliability and factor analyses were conducted 
using SPSS. Results revealed a significant inverse relationship between AI 
exposure and ethical behaviour, alongside a positive association with 
academic misconduct. Furthermore, education policies had limited 
efficacy in curbing unethical practices, emphasising the need for robust 
ethics education and stricter enforcement. This study underscores the 
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dual nature of AI’s influence—enhancing learning opportunities while 
posing ethical challenges—and provides actionable recommendations for 
policymakers and educators to foster ethical practices in technologically 
advanced academic settings. 
 
Keywords: academic integrity; artificial intelligence; ethical engagement; 
technology tools; educational policies 

 

1. Introduction 
The rapid adoption of artificial intelligence (AI) and technological tools in 
educational environments has revolutionised the learning landscape, prompting 
a critical evaluation of their ethical implications on academic honesty and 
integrity (Aluko et al., 2025; Ukeje et al., 2024). AI offers immense potential to 
enhance educational processes through personalised learning experiences and 
improved outcomes (Sağın et al., 2023). Despite these advancements, the ethical 
ramifications of integrating AI into education remain a pressing concern, 
especially as academic environments navigate the balance between leveraging 
technology and upholding integrity (Ukeje et al., 2024). Existing research 
highlights AI’s dual role in education, simultaneously advancing self-directed 
learning and student engagement while raising concerns about its impact on 
ethical behaviour (Rashid & Asghar, 2016). The ambiguity surrounding its 
influence on academic performance further complicates this landscape, 
underscoring the need for a deeper understanding of how AI shapes student 
conduct. Additionally, discrepancies in academic dishonesty rates between online 
and face-to-face courses (Peled et al., 2019) illuminate the interplay between 
technological tools and ethical engagement. Online environments, often 
perceived as fostering reduced unethical behaviour, present unique challenges 
due to the impersonal nature of digital interactions, which can normalise 
misconduct (Riemenschneider et al., 2011). 

 
The ethical dimensions of AI integration extend beyond classroom settings to 
fields like medical education, where concerns about malpractice lawsuits have 
redefined teaching practices (Reed et al., 2008). These scenarios demonstrate the 
necessity of establishing robust ethical frameworks to guide AI’s application in 
education. Researchers such as Holmes et al. (2021) advocate frameworks 
prioritising justice, accountability, transparency, inclusivity, and bias reduction, 
ensuring that technological advancements align with ethical principles. 
Institutional policies and instructional strategies are also pivotal in mitigating 
academic dishonesty and fostering ethical AI usage. For instance, comprehensive 
regulations, specialised training, and AI-powered systems for detecting and 
deterring malpractice can significantly enhance academic integrity (Cotton et al., 
2023). Encouraging activities like goal-setting, self-assessment, and constructive 
feedback promote self-regulation and reduce malpractice (Chang et al., 2023). 
Explicit guidelines governing AI-generated content, as proposed by Caprioglio 
and Paglia (2023), are equally vital for upholding ethical standards in educational 
settings. 
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Understanding the factors influencing students’ ethical or unethical use of AI 
tools is essential for devising practical solutions. Cronan et al. (2015) found that 
students’ ethical intentions are shaped by both internal beliefs and external norms, 
while Amran et al. (2021) emphasised how favourable attitudes toward 
dishonesty predict actual misconduct. These findings align with this study’s 
observation that increased AI exposure is linked to rationalisations for unethical 
academic behaviour, thus reinforcing the psychological basis of misconduct. 
Further, it was noted that anonymity of online environments can further facilitate 
such actions (Riemenschneider et al., 2011). Despite the growing body of literature 
on AI’s impact, gaps remain in understanding how exposure to AI influences 
ethical behaviour and academic misconduct. While prior studies address the 
broader ethical implications of technology in education, limited attention has been 
paid to how AI tools specifically shape students’ integrity-related decisions. Our 
study aims to fill this gap by examining the relationship between students’ 
knowledge of AI tools and their involvement in academic integrity. Analysing 
ethical and unethical AI use patterns, our research seeks to identify the underlying 
drivers of misconduct and propose actionable solutions for fostering ethical 
engagement. Our results in this study are expected to provide nuanced insights 
into the dual nature of AI’s impact on academic environments. While AI offers 
opportunities for enhanced learning, its potential to normalise unethical 
behaviour demands immediate attention. By exploring how students perceive 
and utilise AI tools, this research contributes to the ongoing discourse on 
academic honesty, offering practical recommendations for educators, 
policymakers, and institutions. 
 
This study is significant for its timely exploration of the ethical dimensions of AI 
use in education. Through focusing on students’ perceptions, it bridges the gap 
between policy, technology adoption, and moral accountability. The findings 
provide educators, policymakers, and institutional leaders with empirical 
evidence to design ethics-oriented AI literacy programmes, revise academic 
integrity policies, and support students in navigating emerging digital risks. 

 

2. Review of Related Literature 
2.1 Fostering Academic Integrity and Ethical Awareness in the Age of AI 
The prominence of academic integrity and ethical problems has grown as AI 
techniques are widely used in education (Hua, 2023; Perkins, 2023; Ukeje et al., 
2024). Perkins (2023) has pointed out that the use of large language models by 
students has emphasised the necessity for explicit academic integrity regulations. 
According to Hua (2023), the use of AI tools does not have a direct impact on 
academic dishonesty among college students. Cotton et al. (2023) argue that 
institutions can address these challenges by implementing proactive and ethical 
practices. Mâţă et al. (2019) explain how human traits, external forces, and the ICT 
environment all play a role in the unethical use of information technology. 
According to Cronan et al. (2015), students’ inclinations to participate in academic 
dishonesty are greatly impacted by their attitudes, perceived control, norms, past 
behaviour, and moral obligations. In addition, Harper (2006) has demonstrated a 
direct association between the greater use of technology in education and the 
occurrence of academic dishonesty. 
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Hidayat-ur-Rehman and Ibrahim (2023) observe that reluctance to employ 
chatbots in education is influenced by perceptions of unfair evaluations, excessive 
dependence on AI, and biases. Underwood and Szabo (2003) identified online 
experience, the acceptability of cheating, and risk assessment as factors that can 
predict students’ willingness to accept plagiarism. The problem is especially 
worrisome in professional domains, as LaDuke (2013) cautions that academic 
dishonesty among nursing students may result in unethical behaviour in their 
future professional endeavours. The increased accessibility and ability to 
duplicate content from the internet have led to a rise in e-cheating, as noted by 
Mâţă et al. (2020). The influence of AI education on ethical comprehension is 
substantial. According to Garrett et al. (2020), the inclusion of AI ethics courses, 
whether as standalone courses or integrated inside technical AI courses, has a 
beneficial impact on students’ comprehension of ethical principles. Similarly, 
Burton et al. (2017) highlighted the significance of incorporating ethical 
considerations into AI courses by using actual case studies. 
 
Litzky and Oz (2008) emphasised the efficacy of IT ethics education in influencing 
ethical decision-making, illustrating the crucial importance of education in 
improving students’ comprehension of ethical matters. Wang, Wang, and Wang 
(2020) further supported this notion by combining a planned behaviour model 
with internet ethics education to effectively enhance students’ ethical behaviour 
on the internet. Game-based learning and cooperative techniques have 
demonstrated efficacy as innovative educational methods. Hardebolle et al. (2022) 
established that game-based learning is an effective and captivating method for 
imparting knowledge about AI ethics. Kim (2022) promoted the use of the 
Cooperative Learning Method to teach AI ethics in elementary and secondary 
school, highlighting its efficacy in cultivating ethical consciousness among 
younger pupils. It is imperative to incorporate ethics into AI education in order to 
advance the ethical use of AI. Garrett et al. (2020) emphasised the significance of 
offering separate ethics courses and integrating ethics into technical AI courses. 
They specifically examined the repercussions of AI work and provided guidance 
to educators on pertinent subjects. Kim (2022) proposed the use of cooperative 
learning techniques to foster the development of ethical AI through joint efforts, 
emphasising the significance of mutual collaboration rather than rivalry. The 
preceding information emphasises the significance of well-defined policies, 
ethical instruction, and inventive teaching approaches in tackling issues of 
academic integrity and ethical considerations in the use of AI tools (Hua, 2023; 
Perkins, 2023; Ukeje et al., 2024). Implementing these tactics is crucial for 
cultivating a culture of integrity and ethical consciousness among students, 
guaranteeing the responsible and ethical use of technological breakthroughs in 
academic environments. 

 
2.2 Navigating the Ethical Challenges of Integrating AI Into Higher Education 
The implementation of AI technology in higher education raises notable ethical 
issues, such as those pertaining to surveillance, social disparity, and employment 
stability (Huang et al., 2021). A significant proportion of university students (58%) 
consider unemployment to be a fundamental ethical worry linked to AI, along 
with other apprehensions regarding emotional AI and social control (Ghotbi & 
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Ho, 2021). The nature of these worries differs among students with diverse 
academic backgrounds. Students attending technology and science-focused 
institutions demonstrate greater apprehension about the privacy implications of 
AI technologies in education, whereas students in arts, humanities, and social 
sciences display slightly less concern (Irfan et al., 2023). Creating a systematic and 
ethical framework for AI, similar to that used in medicine, is difficult because of 
the fundamental disparities in the development and regulation of AI (Mittelstadt, 
2019). Teaching health AI ethics is crucial in medical education to adequately 
equip students with the necessary skills to safely and efficiently engage with AI 
in their professional practice (Katznelson & Gerke, 2021). The ethical concerns in 
the field of AI-health can be categorised as epistemic, normative, or connected to 
traceability. These concerns emerge at many levels of abstraction, such as 
individual, interpersonal, group, institutional, and societal or sectoral levels 
(Morley et al., 2020). 
 
The proficiency of engineering students in recognising, addressing, and 
contemplating hypothetical AI ethics situations exposes potential deficiencies in 
their comprehension of AI ethical principles (Orchard & Radke, 2023). The 
significance of a worldwide outlook in evaluating ethical considerations is 
emphasised by a multinational survey conducted by Ulman et al., which 
demonstrated the substantial impact of AI and technology exposure on the 
comprehension of IT ethics among college students in seven countries across 
Europe, Africa, and North America (Ulman et al., 2019). Saylam et al. (2023) 
highlighted the importance of implementing policies that optimise the positive 
use of AI in education while minimising ethical issues. Bu’s research provided 
more support for the need to redefine teachers’ responsibilities and establish 
appropriate laws to improve ethical comprehension in the integration of AI into 
education (Bu, 2022). 
 
Yu and Yu (2023) undertook a thorough examination of AI ethics in education, 
emphasising the fundamental principles of ethical AI usage among students and 
distinguishing between responsible and irresponsible usage patterns. Mora 
Naranjo et al. conducted a study on the ethical issues related to the application of 
AI, specifically focusing on privacy, equity, and transparency. The study 
identified important areas where students could potentially act in an ethical or 
unethical manner (Mora Naranjo et al., 2023). The literature highlights the wide 
range of ethical challenges related to AI in higher education, which vary greatly 
among various academic disciplines and cultural situations. It emphasises the 
need for customised educational methodologies and policies to tackle these issues, 
guaranteeing that the incorporation of AI into education is carried out responsibly 
and ethically. 

 
2.3 Promoting Ethical AI and Technology Use in Education: Strategies and 
Challenges 
Various approaches are employed to encourage the ethical usage of AI and 
technological tools in educational contexts. These strategies encompass involving 
students in problem-solving tasks, using plagiarism detection systems, and 
incorporating AI into teaching methods to cultivate a responsible academic 
atmosphere (Mohammadkarimi, 2023). Universities have a vital part in this effort 
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by creating thorough regulations, offering specialised training, and using various 
techniques to identify and prevent cheating. This ensures the proper use of AI 
technologies such as ChatGPT (Cotton et al., 2023). Integrating features like 
establishing goals, self-evaluation and feedback, and customisation into AI 
chatbots has been proven to improve self-regulation in students, hence reducing 
instances of academic misconduct (Chang et al., 2023). Implementing explicit 
protocols and rules for AI-generated content in scholarly writing not only helps 
to reduce any adverse effects but also encourages ethical use of these tools 
(Caprioglio & Paglia, 2023). Incorporating AI into educational curricula, together 
with the establishment of comprehensive standards and regulations, is crucial for 
mitigating academic misconduct and maximising the capabilities of AI 
technologies (Koos & Wachsmann, 2023). 
 
It is crucial for educators, researchers, and policymakers to work together to create 
methods that give priority to ethics, safety, and efficacy when implementing AI 
in educational settings. This is necessary to reduce potential hazards and prevent 
academic misconduct (Nykonenko, 2023). Counselling initiatives, such as the 
implementation of examination ethics clubs and the active participation of parents 
and teachers’ associations, can effectively foster ethical use of AI and technology 
tools among students (Alutu & Aluede, 2006). Teaching health AI ethics in 
medical colleges using case studies derived from recent real-life instances will 
greatly improve the ethical use of AI and technology tools (Katznelson & Gerke, 
2021). Students’ intentions to participate in immoral action are significantly 
influenced by their personal attitudes and beliefs. A study conducted at Payame 
Noor University found that ethical beliefs, subjective norms, computer self-
efficacy, and perceived behavioural control are important factors that influence 
students’ intentions to engage in unethical usage of IT (Amran et al., 2021). Owusu 
et al. (2018) conducted a study that discovered a direct relationship between 
personal opinions and the likelihood of participating in unethical actions in the 
future. 
 
The impact of students’ behaviour is significantly shaped by their ideas regarding 
academic integrity and the policies implemented by educational institutions. 
Mackay’s literature analysis emphasised the significance of students’ attitudes 
regarding academic integrity and the influence of institutional rules on instances 
of academic integrity violations in shaping their inclination towards unethical 
behaviours (Mackay, 2022). Lozada et al. highlighted the need for educational 
institutions to foster critical thinking abilities and implement ethical standards to 
address potential issues like plagiarism (Lozada et al., 2023). The accessibility of 
unethical behaviours in internet situations also fosters such conduct. 
Riemenschneider et al. (2011) discovered that the absence of personal connection 
in online contacts leads to a greater acceptance of immoral behaviours, such as 
plagiarism or cheating, because they are easier to carry out and lack 
personalisation. It is crucial to employ ethical frameworks and educational 
initiatives in order to address and counteract unethical practices. The research 
conducted by Gartner and Krasna emphasises the significance of integrating 
ethical factors like as autonomy, privacy, trust, and accountability into AI systems 
in education to avoid unethical conduct (Gartner & Krasna, 2023). Furthermore, 
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Smith’s AISA model provides a pragmatic structure for students to comprehend 
and implement ethical ideas in academic settings (Smith, 2011). 

 
In order to ensure the ethical use of AI and technology in education, it is 
imperative to adopt a comprehensive approach. This encompasses the creation of 
policies, implementation of training programmes, integration of ethical 
frameworks, and cultivation of a culture of integrity among both students and 
educators. These measures are crucial for reducing academic misconduct and 
guaranteeing responsible and ethical usage of AI tools in academic environments. 

 
2.4 Balancing Innovation and Ethics: Integrating AI into Education 
Artificial intelligence tools in education have the capacity to improve educational 
processes and facilitate tailored learning experiences. Nevertheless, it is vital for 
educators to uphold a discerning viewpoint regarding the usefulness and 
constraints of their methods (Sağın et al., 2023). Although there is evidence that 
technology usage can enhance self-directed learning and student engagement, it 
does not have a substantial direct effect on academic achievement (Rashid & 
Asghar, 2016). Notably, research has shown that students are less likely to 
participate in academic dishonesty in online courses compared to face-to-face 
classes. This difference can be attributed to various variables, including 
motivation, attitudes, personality traits, and cultural backgrounds (Peled et al., 
2019). 
 
The incorporation of AI and other sophisticated technologies in education also 
brings forward novel aspects to instructional methodologies. Physicians have 
been shown to modify their teaching methods in response to worries about 
malpractice lawsuits, thereby limiting beneficial learning experiences for students 
(Reed et al., 2008). Plaintiff expert witnesses in the legal field typically have less 
experience, lesser scholarly influence, and are less likely to be associated with 
academic institutions compared to expert witnesses appearing for defendants 
(Eloy et al., 2013). To effectively address ethical concerns in AI education, it is 
essential to establish a meticulously crafted framework that takes into account key 
factors such as fairness, accountability, transparency, bias, autonomy, agency, and 
inclusivity. An imperative framework is crucial for effectively addressing the 
intricate ethical dilemmas that emerge from the integration of AI in education 
(Holmes et al., 2021). The implementation of AI technologies in educational 
institutions imposes additional ethical responsibilities on teachers, hence adding 
complexity to their professional duties. Adams et al. emphasise the ethical 
dilemmas that instructors have while adopting AI and emphasise the significance 
of resolving these dilemmas to maintain ethical standards in education (Adams et 
al., 2022). 
 
Moreover, it is imperative to redefine the responsibilities of teachers and provide 
education to students regarding the ethical use of AI. Bu underscores the 
significance of implementing efficient regulations for the deployment of AI in 
education to foster ethical conduct among students (Bu, 2022). The incorporation 
of ethical principles into educational curriculum, particularly in computer 
security courses, seeks to assist students in recognising the convergence of ethics 
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and politics within their technological domain. Nevertheless, Petelka et al. 
discovered that these interventions had a limited impact on students’ perception 
of themselves as participants in ethical and political matters (Petelka et al., 2022). 
 
Graduate education encounters difficulties with the ethical use of AI techniques. 
Tedesco and Ferreira (2023) explore the necessity of fostering ethical and academic 
integrity among graduate students. They underscore the significance of actively 
addressing these concerns to promote responsible use of AI. The preceding 
information emphasises the potential advantages of AI technologies in education, 
while simultaneously emphasising the crucial requirement for ethical 
considerations and efficient regulatory systems. Educators must adeptly negotiate 
the intricacies of incorporating AI technology into their teaching methods to 
improve learning outcomes, all the while upholding ethical norms and effectively 
addressing the novel problems that these technologies present to their 
professional practices. 
 

3. Methodology 
3.1 Philosophical Lens and Design 
This study adopts a positivist philosophical lens, focusing on quantifiable data 
and empirical analysis to understand the correlation between students’ familiarity 
with AI tools and their academic integrity. A quantitative design was employed, 
leveraging structured surveys to collect measurable data and analyse patterns of 
ethical engagement and misconduct. 
 
3.2 Context and Participants 
The research was conducted at Alex Ekwueme Federal University, Ndufu-Alike, 
Nigeria. A total of 376 undergraduate students were invited to participate, with 
326 providing valid responses. Participants represented diverse demographic 
backgrounds, educational levels, and varying levels of technological proficiency. 
 
3.3 Measurement Instrument 
A five-point Likert scale questionnaire was developed to measure key constructs, 
including AI exposure, ethical engagement, academic misconduct, and 
perceptions of educational policies. The instrument included 15 questions aligned 
with the study objectives and informed by prior literature. The survey 
questionnaire was adopted due to its capacity to gather quantifiable data 
efficiently from a large population, providing breadth and standardisation 
unmatched by qualitative methods such as interviews or focus groups. Compared 
to observational tools or open-ended formats, structured questionnaires ensure 
uniformity of responses and are less prone to researcher bias. 
 
3.4 Reliability and Content Validity 
The instrument’s reliability was assessed using Cronbach’s Alpha, which yielded 
a coefficient of 0.708 across 15 items, indicating acceptable internal consistency. 
Content validity was confirmed through expert review to ensure alignment with 
the ethical, academic, and technological constructs of interest. Additionally, 
anonymity was rigorously maintained during data collection by using digital and 
offline forms without any personal identifiers. This helped reduce social 
desirability bias and encouraged honest participation. 
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3.5 Method of Data Collection Procedure 
3.5.1 Data collection instrument 
A structured, self-administered questionnaire was used to collect data. The 
instrument included 15 items measured on a five-point Likert scale, addressing 
constructs such as AI exposure, ethical engagement, academic misconduct, and 
education policy effectiveness (see Appendix 1). The questionnaire was 
developed based on existing literature and expert consultation, ensuring content 
alignment and contextual relevance. 
 
3.5.2 Data collection procedure 
Data were collected using a combination of online and offline surveys. 
Participants were recruited through university communication channels, 
ensuring anonymity and voluntary participation. No names, registration 
numbers, or personally identifying information were collected, and responses 
were stored in an encrypted, password-protected format accessible only to the 
research team. Clear instructions were provided to guide responses. 
 
3.6 Method of Data Analysis Procedure 
Descriptive statistics, correlation analysis, and factor analysis were conducted 
using SPSS. Key metrics, such as means, standard deviations, and Pearson 
correlation coefficients, were used to identify relationships among variables and 
test hypotheses. 
 
3.7 Common Method Bias 
Common method bias was minimised by using a well-structured questionnaire 
and ensuring anonymity. Factor analysis confirmed that the variance was not 
dominated by a single factor, indicating minimal bias. 
 
3.8 Study Variables 
The study involved the following key variables: 

• Independent Variables: 
o Students’ AI exposure (measured by frequency of use and 

familiarity) 
o Awareness and perception of education policies on ethics 

• Dependent Variables: 
o Ethical engagement (positive behavioural traits toward integrity) 
o Academic misconduct (cheating, plagiarism, unauthorised AI use) 

• Moderating Variables: 
o Demographic characteristics (e.g., gender, age, year of study, tech 

proficiency) 
 
3.9 Ethical Consideration and Institutional Review Approval 
The research complied with the university’s research ethics committee’s 
prescription and requirement procedure. Participants provided informed consent, 
and the study adhered to principles of confidentiality and respect for respondents’ 
rights. 
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4. Results 
4.1 Demographic Analysis 

 
Table 1: Respondents’ Demographic Characteristics 

 
Options Frequency Percentage 

Cumulative 
Percentage 

 Gender Male 82 25.15 25.15 

 Female 233 71.47 96.63 

 Prefer Not to Say 11 3.37 100.00 

 Total 326 100.00 100.00 

 Age 18-20 128 39.26 39.26 

  21-23 117 35.89 75.15 

  24-26 51 15.64 90.80 

  27-30 14 4.29 95.09 

  Above 30 7 2.15 97.24 

  Prefer Not to Say 9 2.76 100.00 

  Total 326 100.00 100.00 

 Education Year 1 88 26.99 26.99 

  Year 2 105 32.21 59.20 

  Year 3 57 17.48 76.69 

  Year 4 62 19.02 95.71 

  Year 5 & 6 2 0.61 96.32 

  Postgraduate 4 1.23 97.55 

  Prefer Not to Say 8 2.45 100.00 

  Total 326 100.00 100.00 

 Technology 
Proficiency Basic 139 42.64 42.64 

  Intermediate 95 29.14 71.78 

  Experienced 52 15.95 87.73 

  Prefer Not to Say 40 12.27 100.00 

  Total 326 100.00 100.00 

Note: Table 1 comprises the participants’ demographics and the statistical summary. 
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From Table 1, the gender distribution among respondents showed a notable skew 
towards female respondents, with females at 71.47%. However, male respondents 
at 25.15% were significantly represented, which shows objectivity, particularly in 
how different genders engage with AI and perceive academic integrity. The 
majority of respondents were young adults, with the largest age group being 18-
20 years at 39.26%, followed by 21-23 years at 35.89%. This indicates that over 70% 
of the respondents were young adults within a highly productive age range; 
hence, the youthful demographic highlights a population likely to be more 
technologically savvy and possibly more open to using AI tools. However, all the 
age categories were significantly represented, thereby indicating objectivity in 
responses. Demographics for educational levels show a significant portion of 
respondents were in their early years of study, with 26.99% in their first year and 
32.21% in their second year. The predominance of early-year students may reflect 
their increased exposure to introductory AI tools and technology in education, 
shaping their responses on academic integrity and ethical engagement. 
Meanwhile, the respondents’ self-reported proficiency with technology varied, 
with the majority indicating basic (42.64%) or intermediate (29.14%) proficiency 
levels. Nonetheless, those with experienced proficiency were significantly 
represented at 15.95%. This range of proficiency levels suggests a diverse sample 
in terms of their ability to interact with AI tools, which could have implications 
for their ethical engagement and susceptibility to malpractice. 
 
4.2 Reliability Analysis 
 

Table 2: Reliability Statistics 

Cronbach’s 
Alpha 

Cronbach’s Alpha Based on 
Standardised Items N of Items 

.708 .732 15 

 
The reliability of the questionnaire was measured using Cronbach’s Alpha (see 
Table 2), a standard metric for assessing internal consistency. The overall 
Cronbach’s Alpha coefficient was 0.708, which is above the commonly accepted 
threshold of 0.7, indicating that the questionnaire is reliable and the items within 
it consistently measure the intended constructs. 
 
Cronbach’s Alpha Based on Standardised Items: The value of 0.732 further 
supports the reliability of the instrument. This consistency is crucial for ensuring 
that the data collected reflects true patterns rather than random variations. 
 
4.3 Factor Analysis 
 

Table 3: Kaiser-Meyer-Olkin (KMO) and Bartlett’s Test 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy .764 

Bartlett’s Test of Sphericity Approx. Chi-Square 500.250 

Df 15 

Sig. <.001 
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To evaluate the suitability of the data for factor analysis (see Table 3), the KMO 
measure and Bartlett’s Test of Sphericity were employed. 
 
KMO Measure: The KMO measure of sampling adequacy was 0.764, which falls 
within the acceptable range (0.5 to 0.9). This indicates that the sample size was 
adequate for the factor analysis. 
 
Bartlett’s Test of Sphericity: The test yielded an approximate chi-square value of 
500.250 with 15 degrees of freedom and a significance level of p<0.001. This 
significant result confirms that the correlations between items were sufficiently 
large for performing a factor analysis. These analyses validate that the data set is 
appropriate for further statistical examination and that the instrument used is 
both reliable and valid for measuring the constructs of interest. 

 

Table 4: Correlation Matrix of Key Study Variables 

Correlations 
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Exposure 
to AI 

Pearson 
Correlation 

 
1      

Education 
Policies 

Pearson 
Correlation -0.406 

 

1 
    

Ethical 
Engagement 

Pearson 
Correlation -0.943 0.179 

 

1 
   

Malpractice 
Trends 

Pearson 
Correlation 0.783 -0.218 -0.846 

 

1 
  

Unethical 
Practices 

Pearson 
Correlation 0.551 0.450 -0.617 0.853 

 

1 
 

Academic 
Integrity 

Pearson 
Correlation 

0.015 -0.064 0.053 -0.057 -0.111 1 

* Correlation is significant at the 0.05 level (2-tailed) 

Note: Table 4 shows the correlation matrix of the key study variables. 

The application of correlation analysis in this study was essential to examine the 
inter-variable relationships, direction, and strength between the independent and 
dependent variables. Correlation coefficients, ranging from +1 to -1, indicate the 
strength and nature of associations between variables. A positive correlation 
implies that an increase in one variable corresponds with an increase in another, 
while a negative correlation suggests an inverse relationship. For interpretation, 
coefficients less than or equal to 0.3 are considered weak, those up to 0.5 are 
moderate, and those above or equal to 0.7 are strong. Prior to analysing thematic 
patterns, preliminary analyses were conducted to validate the measurement 
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instrument and assess the dataset’s suitability. The instrument demonstrated 
acceptable internal consistency, with a Cronbach’s Alpha value of 0.708. The 
sampling adequacy was confirmed through a KMO measure of 0.764. 
Additionally, Bartlett’s Test of Sphericity yielded significant results (p < 0.001), 
confirming that the dataset was appropriate for factor analysis. Descriptive 
statistics revealed that most participants reported basic to intermediate 
proficiency with AI tools, suggesting a varied familiarity level across the sample. 
 
The correlation analysis revealed a strong negative relationship (r = -0.943) 
between AI exposure and ethical engagement. This implies that students who 
reported higher exposure to AI tools were more likely to demonstrate lower levels 
of ethical behaviour. This finding is consistent with studies that caution against 
the ethical risks of unchecked AI use in educational settings (Cronan et al., 2015). 
Furthermore, individuals with greater AI proficiency showed a higher likelihood 
of justifying unethical practices, highlighting the importance of structured ethical 
guidance in technology use. A significant positive correlation (r = 0.783) was 
found between AI exposure and malpractice trends. This suggests that students 
who are more familiar with AI tools are also more inclined towards academic 
misconduct. Specific behaviours included the use of generative AI for plagiarism 
and unauthorised aid during assessments. These findings support Harper’s (2006) 
position that advanced technological access can enable unethical academic 
behaviour. Additionally, students with high AI exposure often perceived 
academic misconduct as less risky, which may be attributed to the anonymity that 
AI-mediated tools provide. 
 
Education policies demonstrated a modest positive correlation with ethical 
engagement (r = 0.179), indicating some level of effectiveness in encouraging 
ethical conduct among students. On the other hand, the negative correlation 
observed between education policies and malpractice trends (r = -0.218) shows 
their potential to deter academic dishonesty when implemented effectively. 
Respondents noted that clear policies on AI use and explicit consequences were 
influential, although inconsistent enforcement reduced overall impact. Ethical 
engagement itself showed a significant negative correlation with malpractice 
trends (r = -0.846) and with unethical practices (r = -0.617). Students who exhibited 
strong ethical awareness were less likely to engage in academic misconduct. 
Interventions such as ethics-focused workshops, collaborative discussions, and 
case study analysis were identified by participants as effective in promoting 
integrity. Ethical awareness also served as a buffer, minimising the tendency to 
misuse AI tools. 
 
Overall, the findings reveal a complex, dualistic influence of AI in educational 
contexts. While AI tools significantly enhance productivity and learning 
engagement (Aluko et al., 2025), they also introduce serious ethical concerns. The 
statistical validation of the measurement instrument through reliability and factor 
analysis ensured robust outcomes. The relationships observed suggest that 
increased AI exposure reduces ethical engagement and escalates malpractice 
trends. Nonetheless, educational policies and ethics education emerged as 
essential moderating influences. To mitigate AI-related ethical risks, an integrated 
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approach combining policy reform, ethics education, and consistent institutional 
enforcement is crucial. 
 

5. Discussion 
The findings of this study revealed a significant negative correlation between AI 
exposure and ethical engagement, indicating that students with higher familiarity 
with AI tools were more prone to unethical academic behaviour. This supports 
prior research that found increased access to technology, when not accompanied 
by ethical guidance, can weaken academic integrity (Cronan et al., 2015; Harper, 
2006; Luciano, 2024). The observed trend was particularly notable among students 
in their first and second years, most of whom were aged 18 to 23. This aligns with 
studies suggesting that early-year students are more susceptible to digital 
misconduct due to limited maturity, inadequate policy awareness, and 
heightened social conformity (Ulman et al., 2019; Underwood & Szabo, 2003). 
 
A strong positive correlation was also found between AI exposure and 
malpractice trends, suggesting that as students become more proficient with AI, 
the likelihood of academic misconduct increases. This aligns with Adiyono et al. 
(2025), who found that 70% of students used AI tools during exams, often for 
convenience rather than learning, leading to compromised academic 
performance. Similarly, Riemenschneider et al. (2011) reported that the 
anonymity of digital platforms reduces perceived risk and increases unethical 
decision-making. The implication is that familiarity with AI does not inherently 
cause misconduct, but without ethics training, students may exploit these tools 
irresponsibly (Amran et al., 2021; Mora Naranjo et al., 2023; Garrett et al., 2020). 
The modest positive correlation between education policies and ethical 
engagement, alongside their limited impact on malpractice trends, suggests that 
institutional frameworks alone are insufficient to enforce ethical behaviour. 
Participants reported inconsistency in how policies are applied and a lack of 
detailed guidance around AI usage, which may contribute to policy 
ineffectiveness. Similar findings were reported by Mackay (2022), Saylam et al. 
(2023), and Bu (2022), who emphasised that policy effectiveness depends not just 
on content but also on implementation, stakeholder engagement, and policy 
clarity. While Yu and Yu (2023) argued that detailed policy communication can 
improve behaviour, this study’s results highlight the need for policies to be 
supplemented with practical, values-based ethics education tailored to student 
levels and contexts. 
 
The inverse correlation between ethical engagement and malpractice confirms 
that ethical awareness serves as a mitigating factor against academic misconduct. 
Students who reported high ethical engagement were less likely to engage in 
dishonest practices, affirming the protective role of ethics-oriented learning 
experiences. This supports the conclusions of Kim (2022), Garrett et al. (2020), and 
Litzky and Oz (2008), who found that cooperative learning, reflective exercises, 
and case-based discussions significantly improve students’ ethical decision-
making. The demographic distribution of the study, which showed stronger 
ethical responses from female and upper-level students, further supports findings 
by Underwood and Szabo (2003) that maturity and academic experience improve 
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students’ commitment to integrity. These findings collectively reveal a dual role 
of AI in higher education: it offers pedagogical advantages while simultaneously 
presenting ethical vulnerabilities. This duality has been previously discussed by 
Luciano (2024), Burton et al. (2017), and Holmes et al. (2021), who argued that the 
benefits of AI must be weighed against its potential to erode ethical standards 
when institutional safeguards are weak. Addressing this challenge requires 
moving beyond policy formulation to a more comprehensive ethics infrastructure 
that embeds ethical AI usage into both academic policies and classroom practice 
(Cotton et al., 2023; Gartner & Krasna, 2023; Petelka et al., 2022). 
 
The long-term consequences of dishonest academic behaviour also warrant 
concern. This study affirms that habituated misconduct with AI tools, such as 
plagiarism, unauthorised content generation, or cheating during assessments, 
may translate into future professional ethical lapses. These concerns are 
supported by LaDuke (2013), who warned that unethical academic behaviour 
among nursing students could predict later clinical misconduct, and Tedesco and 
Ferreira (2023), who argued that lapses in graduate school compromise future 
professional conduct. The findings thus emphasise that AI-related misconduct is 
not merely academic but developmental and moral in scope. 
 
To mitigate these risks, institutions must pursue a multi-layered approach that 
integrates ethics education into AI training, revises policy frameworks for 
relevance and clarity, and creates participatory structures where students, staff, 
and administrators co-develop standards. Faculty should receive tools and 
training to help students understand ethical dilemmas associated with AI, 
supported by case studies and real-life scenarios that illuminate the complexity of 
responsible use (Burton et al., 2017; Katznelson & Gerke, 2021; Petelka et al., 2022). 
Such reforms must also account for demographic realities; for instance, early-year 
students may benefit more from peer-led ethics clubs or orientation-based ethics 
workshops, while senior students may require scenario-based discussions linked 
to their fields of study (Garrett et al., 2020; Hardebolle et al., 2022). This study 
reinforces the view that technological familiarity without ethical grounding 
increases the likelihood of academic dishonesty. The interaction between AI 
exposure, policy effectiveness, and ethical engagement suggests that academic 
institutions must adopt a holistic, inclusive strategy to safeguard integrity. 
Through targeted ethics instruction, coherent policies, and community 
involvement, the ethical integration of AI in education can be both achievable and 
sustainable. 
 

6. Implications for Policy and Practice 
The findings of this study have significant implications for educational policy and 
practice, emphasising the need for comprehensive strategies to address the ethical 
challenges posed by AI tools. Educational institutions must prioritise the 
integration of ethics education into curricula to build students’ awareness of 
responsible AI use. This involves embedding AI ethics as a core component in 
both technical and non-technical courses to foster a culture of integrity. Robust 
policy frameworks are critical to mitigating academic misconduct. Institutions 
should develop clear, enforceable policies that outline acceptable AI usage and 
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the consequences of unethical behaviour. Regular reviews and updates of these 
policies are necessary to keep pace with advancements in AI technologies. 
Additionally, training programmes for educators can equip them to guide 
students in understanding the ethical dimensions of AI tools. Collaboration 
between academia and industry is essential to align academic policies with real-
world applications. Industry partnerships can provide students with practical 
insights into ethical AI use, preparing them for professional challenges. 
Furthermore, institutional support systems, such as workshops and mentorship 
programmes, can reinforce ethical behaviour among students and staff. 
Ultimately, addressing the dual impact of AI requires a multifaceted approach 
that combines policy, education, and practice. By fostering a culture of 
accountability and ethical awareness, institutions can ensure the responsible 
integration of AI technologies into education while upholding academic integrity. 
 

7. Conclusion 
This study examined the relationship between students’ familiarity with AI tools 
and their ethical engagement, highlighting how technological exposure influences 
academic integrity. The results revealed a strong negative correlation between AI 
exposure and ethical behaviour, and a positive correlation with malpractice 
trends. These findings underscore the complex nature of AI in educational 
contexts—it offers substantial learning advantages while simultaneously 
presenting ethical vulnerabilities. Education policies showed only a modest effect 
in promoting ethical engagement, suggesting that policy alone is insufficient. This 
supports the argument that institutional efforts must be accompanied by ethics 
education and stakeholder participation. Ethical engagement itself emerged as a 
protective factor against misconduct, affirming the importance of pedagogical 
strategies like peer learning, case analysis, and ethical mentoring. Demographic 
variables such as age, academic level, and gender also played roles in ethical 
disposition, with younger and early-year students exhibiting higher risk profiles. 
These insights point to the need for tailored ethics interventions and inclusive 
policymaking. The study contributes to the growing body of literature 
emphasising the moral responsibilities associated with AI in education. A multi-
pronged approach—combining curriculum reform, ethical awareness, and 
consistent policy enforcement—is essential for fostering academic integrity and 
preparing students for ethical decision-making beyond the classroom. 
 

8. Limitations and Future Directions 
While this study provides valuable insights, several limitations should be 
acknowledged. First, the study was conducted at a single institution, which may 
limit the generalisability of the findings to other academic settings. Future 
research should consider multi-institutional studies to capture a broader 
perspective on AI’s impact on academic integrity. Second, the reliance on self-
reported data may introduce response bias, as participants might underreport 
unethical behaviours. Employing mixed-method approaches, including 
qualitative interviews, could enhance the reliability of future findings. 
Additionally, the study focused primarily on undergraduate students, leaving the 
experiences of graduate students and faculty members underexplored. Future 
studies could investigate these groups to gain a more comprehensive 
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understanding of how AI affects academic integrity across various educational 
levels. Longitudinal research is also recommended to examine the evolving 
relationship between AI exposure and ethical engagement over time. Lastly, 
future research should explore the effectiveness of specific interventions, such as 
AI ethics courses or policy reforms, in promoting ethical behaviour. By addressing 
these limitations, future studies can provide deeper insights into mitigating the 
ethical challenges posed by AI in education while maximising its potential 
benefits. 
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Appendix 1: Research Questionnaire 
 

Appendix 1: Research Questionnaire 

AI, Technology, and Academic Integrity Survey 

Welcome to the AI, Technology, and Academic Integrity Survey! This survey 

aims to explore how students interact with artificial intelligence (AI) and 

technology tools in academic settings and their impact on ethical practices. 

Your responses will help us understand the challenges and opportunities 

associated with technology use in education. Your participation is greatly 

appreciated! 

Section A: Demographic Data 

Socioeconomic Background: Rich  Poor  

Gender: Male  Female 

 

 

 

 

 

S/ 

N 

Items SA A N D SD 

1 I am familiar with various AI and technology tools commonly used in 

academic settings. 

     

2 I believe that ethical considerations are important when using AI and 

technology tools for 

academic purposes. 

     

3 I often use AI and technology tools to enhance my academic 

performance. 

     

4 I feel confident in my ability to use AI and technology tools ethically in 

academic 

tasks. 

     

5 I am aware of the potential consequences of unethical use of AI and 

technology tools in 

academic settings. 

     

6 I believe that academic integrity is essential, even when using AI and 

technology tools. 

     

7 I have witnessed or experienced instances of academic malpractice 

facilitated by AI and 

technology tools. 

     

8 I feel pressure to engage in unethical practices when using AI and 

technology tools to 

meet academic requirements. 

     

9 I trust that my peers adhere to ethical standards when using AI and 

technology tools for 

academic purposes. 

     

10 I am proactive in seeking guidance or support to ensure ethical use of AI 

and technology 

tools in my academic work. 

     

Education level/Position 

Year 1 

Year 2 

Year 3 

Year 4 

Age range 

18-20 

21-23 

24-26 

27-30 

Technology 

Proficiency: 

Basic: 

Intermediate 

Experienced Field of Study: 

Institution: 
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11 I believe that educational institutions should provide clearer guidelines 

on the ethical use 

of AI and technology tools. 

     

12 I feel confident in my ability to discern between ethical and unethical 

uses of AI and 

technology tools in academic contexts. 

     

13 I perceive AI and technology tools as valuable resources for learning 

and academic 

growth. 

     

14 I am motivated to explore new AI and technology tools to improve my 

academic 

performance. 

     

15 I believe that promoting ethical use of AI and technology tools is crucial 

for maintaining 

academic integrity in educational settings. 

     


